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Abstract. Iron is a metal essential for cellular metabolism. Excess or lack of iron can
cause serious health conditions. To deal with these difficulties, the intracellular levels of
iron are tightly constrained by a complex control network of proteins. Recently, Chifman et
al. developed and validated a mathematical model in the form of five differential equations,
of the core control system of intracellular iron homeostasis in normal breast epithelial cells.
Their work was motivated by the fact that intracellular iron homeostasis can play a role in
the pathogenesis of breast cancer. For any choice of parameters, their dynamical system has
a unique equilibrium, and Chifman et al.’s simulations suggest it is globally stable. Here
we introduce a biologically reasonable simplification of the Chifman model. For this valid
approximation, we show that it has a unique steady state and that it is locally asymptotically
stable. We also give evidence that this model seems to approach global stability by using
a geometric analysis. This reduced version gives us an insight on how the original model
behaves.

1. Introduction

Iron is a metal fundamental to the biology of organisms that live in an oxygen-rich en-
vironment. The challenge for most organisms is to acquire adequate amounts of iron for
critical biological processes while simultaneously avoiding the toxicity associated with free
iron. Dysregulation of iron homeostasis has been implicated in a wide variety of diseases, one
of them being breast cancer. Thus, iron uptake, utilization, and storage is highly regulated
by a complex control network of proteins and other molecules.

We focus on a core control system in the form found in breast epithelial cells. This is
motivated by the fact that intracellular iron homeostasis can play a role in the pathogenesis
of breast cancer. Pinnix et al. have shown that some of the proteins involved are differentially
regulated in breast cancer cells and can be used as prognostic markers [10]. It is believed
that differences in iron metabolism may be key to both development and recurrence of breast
cancer [5]. Numerous authors have shown that individuals who accumulate excess iron are
prone to cancer [6, 9, 11]. In addition, Hann et al. have shown that the growth of breast
tumors in animal models is accelerated by high levels of iron in their diet [2, 3].

Recently, Chifman et al. [1] introduced and validated a mathematical model for the
core control system in normal breast epithelial cells. It is essential to first understand this
core control system before being able to properly assess the effect of other components in
the larger iron homeostasis network constructed earlier by Hower et al. in [4]. Because
of Chifman et al. we know that the model has a unique positive steady state, and their
extensive simulations suggest that the steady state is globally asymptotically stable.

Even though the simulations suggest that the positive equilibrium point might be asymp-
totically stable, achieving a proof that this model is globally stable has been elusive. Even
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checking local stability is currently intractable due to the number of parameters. Therefore,
we analyze a valid approximation of the Chifman model. For this simplification of the Chif-
man model we show that it has a unique positive steady state. More precisely, we show that
the steady state is locally asymptotically stable by using the well-known Routh-Hurwitz cri-
terion. We also use a geometric analysis to give evidence that seems to suggest this reduced
model is globally stable. We look at the behavior of the equations in a specific region, and
we note that as time increases the equations get closer to the steady state for any starting
point.

This reduced version gives us an insight on how the original model behaves. We conjecture
that the full system described by Chifman et al. has a globally stable steady state based on
the dynamics of our reduced model and the heuristic approach established by the paper.

The paper is organized as follows. In Section 2, we present relevant background on sta-
bility analysis of differential equations. Section 3 is an overview of the mathematical model
presented in Chifman et al. [1]. We introduce a reduced version of the original model in
Section 4, along with the results on the stability analysis of this new reduced model. In
Section 5 we study the behavior of the reduced system using a geometrical analysis. Finally,
in Section 6 we discuss our results and what they say about the behavior of the Chifman
model.

2. Background

2.1. Stability Analysis of Differential Equations. In this section, some preliminaries
on the stability analysis of differential equations are presented. In this paper we consider
autonomous differential equations:

ẋ1 = f1(x)

ẋ2 = f2(x)

...

ẋn = fn(x),

(1)

where x = (x1, x2, . . . , xn), fi ∈ R[x], xi = xi(t), and ẋi = dxi/dt.

Definition 2.1. A point x̄ = (x̄1, x̄2, . . . , x̄n) in Rn is called a steady state (fixed point or
equilibrium) of the differential system (1) if fi(x̄) = 0 for all i ∈ {1, 2, . . . , n}.

Let x(t, x0) denote the solution to (1) with initial value x(0) = x0.

Definition 2.2 (Locally Stable). An equilibrium point x̄ ∈ Rn of (1) is said to be locally
stable if, for each neighborhood U of x̄, there exists a neighborhood V of x̄ such that
x(t, x0) ⊂ U , for x0 ∈ V and all t > 0.

Definition 2.3. An equilibrium point x̄ is said to attract points in a neighborhood W if
x(t, x0) → x̄ as t → ∞ for each x0 ∈ W . If a stable x̄ attracts points in a bounded set W ,
then the attraction is uniform with respect to x0 ∈ W , in this case x̄ is said to attract W .

Definition 2.4 (Asymptotically Stable). An equilibrium point x̄ is locally asymptotically
stable if it is locally stable and attracts a neighborhood.

Definition 2.5. The basin of attraction of x̄ is the union of all points which it attracts.

Definition 2.6 (Globally Stable). An equilibrium point x̄ is said to be globally stable with
respect to an open set D if it is asymptotically stable and its basin of attraction contains D.
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3. Chifman’s Iron Model

Chifman’s model represents the core control system of intracellular iron homeostasis in
normal breast epithelial cells. It consists of five nonlinear differential equations describing
the changes in the concentrations of the proteins that control the system with respect to
time. The concentration of the labile iron pool is denoted by x1 = [LIP] and each protein is
denoted by x2 = [TfR1], x3 = [Fpn], x4 = [Ft], and x5 = [Active IRP’s]. The mathematical
model1 is the following:

ẋ1 = α1Feexx2 + γ4x4 − α6x1x3 − α4x1
k54

k54 + x5
,

ẋ2 = α2
x5

k52 + x5
− γ2x2,

ẋ3 = α3
k53

k53 + x5
− (γ3 + γ̂hHep)x3, (2)

ẋ4 = α4x1
k54

k54 + x5
− γ4x4,

ẋ5 = α5
k15

k15 + x1
− γ5x5.

For this network, each xi with i ∈ {1, . . . , 5} is an activating/inhibiting state variable
and the knj’s are the activation thresholds for n ∈ {1, 5} and j ∈ {2, 3, 4, 5}. The α`’s are
the maximum production rates of the regulated proteins for ` ∈ {1, . . . , 6}. Each protein
undergoes self-degradation, thus each protein has a decay rate γj. Note that Hep and Feex
are control parameters, so they are considered constants fixed between 0 and 1. The final
parameter is γ̂h which is the maximum production rate of Hep.

An equilibrium point of a dynamical system represents a stationary state for the dynamics.
If the differential equations from the model are set equal to zero, we find that the system
has a unique steady state defined by the cubic polynomial

p(x1) = ax31 + bx21 + cx1 + d (3)

in terms of x1, where

a = α3α6γ2(γ
2
5)k52k53,

b = α3α6γ2γ5k15k53(α5 + 2γ5k52),

c = γ5k15(−α1α2α5Feex(γ3 + γ̂hHep) + α3α6γ2k15(α5 + γ5k52))k53,

d = −α1α2α5Feex(γ3 + γ̂hHep)(k15)
2(α5 + γ5k53).

It is important to mention that all parameters in the system are strictly positive real
numbers. Thus, the coefficients of (3) are as follows: a > 0, b > 0 and d < 0, while c could
be of either sign depending on the choice of parameters.

Theorem 3.1 (Descartes’ Rule of Signs [7]). The number of real positive roots of a single-
variable polynomial is equal to the number of sign changes in the ordered sequence of coeffi-
cients or less than it by an even number.

1More on this system and how every protein fits in the model can be found in [1].
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By [1] we have the following corollary.

Corollary 3.2. For any choice of parameters, (3) has exactly one positive solution, while
the other two solutions are either negative real or complex.

Proof. The two possible sign vectors of (3) are (+,+,−,−) and (+,+,+,−). In either case,
there is one sign alteration. By Descartes’ Rule of Signs, the system has one real positive
root, thus proving the corollary. �

4. Reduced Model

In this section we reduce the amount of parameters of the Chifman model presented in
Section 3 in a way that is biologically plausible. For this experimentally supported simplifi-
cation of the Chifman model we show that it has a unique positive steady state and that it
is locally asymptotically stable.

4.1. Reduction Assumptions. To understand our reduction we first need to understand
the biology behind it. For the reduction to be biologically supported, we assume a constant
amount of TfR1 and Fpn as explained bellow.

The Chifman model includes a protein called transferrin receptor 1 (TfR1), which is the
primary conduit for iron import in breast epithelial cells. Recall that the concentration of
this protein is denoted by x2 = [TfR1]. We also have the parameter α1 which represents the
rate of extracellular iron that is being imported into the cell. Thus, we make x2 a constant
and combine it with α1 to create a new iron import rate denoted by α̂1 = α1x2. Similarly, we
have Ferroportin, which is the primary protein that exports the labile iron pool out of the
cell. We make x3 = [Fpn] a constant and combine it with α6 to make the new iron export
rate α̂6 = α6x3.

Thus, the new reduced 3-variable model that is obtained from the original model (2) is
the following:

ẋ1 = α̂1Feex + γ4x4 − α̂6x1 − α4x1
k54

k54 + x5

ẋ4 = α4x1
k54

k54 + x5
− γ4x4 (4)

ẋ5 = α5
k15

k15 + x1
− γ5x5.

The model now comprises the labile iron pool (x1), Ferritin (x4) and the iron regulatory
proteins (x5) shown in Figure 1.

4.2. Steady-State Analysis. The attractive behavior of the steady states defined in Defi-
nition 2.1 provides insight into the long-term dynamics of the system. By using the Jacobian
matrix we show that the reduced model (4) has a unique, locally stable steady state.

Steady states are points (x1, x4, x5) ∈ R3
>0 such that ẋ1, ẋ4 and ẋ5 are all zero. By setting

each equation in system (4) equal to zero, we can solve for x1 by adding the equations for
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Extracelluar Iron

LIP

Iron Export

(IRP)
Ft

cell

Figure 1. The resulting control system. The species that control the system
are [LIP]= x1, [Ft]= x4, and [IRP’s]=x5. Solid lines indicate positive or neg-
ative regulation; dotted lines indicate reactions that consume or produce the
indicated species. The red and blue “snake” arrows represent the iron import
and export respectively.

ẋ1 and ẋ4 together as done below:[
α̂1Feex + γ4x4 − α̂6x1 − α4x1

k54
k54 + x5

]
+

[
α4x1

k54
k54 + x5

− γ4x4
]

= 0

α̂1Feex − α̂6x1 = 0

x1 =
α̂1Feex
α̂6

Notice that ẋ5 is linear in x5 and so we can solve for x5 by substituting in x1. Likewise,
we can substitute x1 and x5 in ẋ4 to find x4. Hence, we get the following proposition.

Proposition 4.1. For any choice of parameters, system (4) has the following unique steady
state:

x̄1 =
α̂1Feex
α̂6

,

x̄4 =
Fe2exα4γ5k54α̂1

2 + Feexα4γ5k15k54α̂1α̂6

Feexγ4γ5k54α̂1α̂6 + (γ4γ5k15k54 + α5γ4k15)α̂6
2 , (5)

x̄5 =
α5k15α̂6

Feexγ5α̂1 + γ5k15α̂6

.

Since all the parameters are positive, the steady state is also positive.

4.3. Local Stability of the System. Now we appeal to stability theory of system (4) to
prove that the steady state of the system is locally asymptotically stable in Theorem 4.4.

Theorem 4.2 (Stability Criterion). If the eigenvalues of the Jacobian matrix of a dynamical
system all have negative real part at an equilibrium point, the point is asymptotically stable.
If at least one eigenvalue has positive real part, the equilibrium is unstable.
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The Jacobian matrix of system (4) is given by

Jx =


− α4k54
k54 + x5

− α̂6 γ4
α4k54x1

(k54 + x5)
2

α4k54
k54 + x5

−γ4 −
α4k54x1

(k54 + x5)
2

− α5k15

(k15 + x1)
2 0 −γ5

 (6)

Due to the difficulty of determining the signs of the eigenvalues of (6) we use a condition
that is equivalent to the one given for local stability in Theorem 4.2. This is the well-known
Routh-Hurwitz criterion [8].

Definition 4.1. Given a real polynomial

P(λ) = a0λ
n + a1λ

n−1 + · · ·+ an−1λ+ an,

the n× n square matrix

Hn =



a1 a3 a5 . . . 0 0
a0 a2 a4 . . . 0 0
0 a1 a3 . . . 0 0
...

...
...

. . .
...

...
0 0 0 . . . an−1 0
0 0 0 . . . an−2 an


is called the Hurwitz matrix corresponding to the polynomial P(λ).

Definition 4.2. The leading principal minors are the determinants of the upper left 1 ×
1, 2 × 2, . . . , n × n submatrices of Hn, the upper left k × k minors are denoted ∆k for
k = 1, 2, ...n. For example, the leading principal minors of the Hurwitz matrices H1, H2, and
H3 respectively are

∆1 = |a1|, ∆2 =

∣∣∣∣a1 a3
a0 a2

∣∣∣∣ , and ∆3 =

∣∣∣∣∣∣
a1 a3 a5
a0 a2 a4
0 a1 a3

∣∣∣∣∣∣ .
Theorem 4.3 (Routh-Hurwitz Criterion). The eigenvalues of a Jacobian matrix Jx all have
negative real part if and only if all of the coefficients of the characteristic polynomial of
Jx are positive and all leading principal minors of the Hurwitz matrix corresponding to the
characteristic polynomial are also positive.

Using Sage, we computed that the characteristic polynomial of the 3× 3 Jacobian matrix
(6) is:

P(λ) = a0λ
3 + a1λ

2 + a2λ+ a3, (7)
6



where

a0 = 1

a1 = γ4 + γ5 + α̂6 +
α4k54
k54 + x5

(8)

a2 = γ4γ5 + γ4α̂6 + γ5α̂6 +
α4γ5k54
k54 + x5

+
α4α5k15k54x1

(k15 + x1)
2(k54 + x5)

2

a3 = γ4γ5α̂6.

Now, we can prove the asymptotic stability of (4) using the Routh-Hurwitz criterion.

Theorem 4.4. The simplified system (4) has a unique steady state and it is asymptotically
stable.

Proof. The system has a unique steady state given by (5). By Theorems 4.3 and 4.2, we
need to show that

(1) the coefficients a0, . . . , a3 > 0 and
(2) the leading principal minors of the Hurwitz matrix are positive.

First, we must verify that the coefficients of the characteristic polynomial of the Jacobian
matrix, displayed in (8), are all positive. Notice that the coordinates of the steady state are all
positive because all parameters are restricted to be positive. This implies that a0, ..., a3 > 0.

Next, we need to verify that the principal minors ∆1,∆2,∆3 of the Hurwitz matrix cor-
responding to the characteristic polynomial, evaluated at the steady state, are positive.
Notice that ∆1 = a0, and ∆3 = a3∆2 and so it suffices to show that ∆2 > 0 or, equivalently,
a2a1 > a0a3. By inspection, we have

a2a1 > (γ4 + γ5 + α̂6)(γ4γ5 + γ4α̂6 + γ5α̂6)

> α̂6γ4γ5

= a0a3.

The conditions of Theorem 4.3 are satisfied and so the result follows. �

5. Geometric Analysis: Towards a proof of global stability

In this section we analyze the global stability of the reduced system (4) by using a geo-
metrical approach. By looking at the vector fields in Figure 2 we can see that the system
has unique a steady state as previously shown by Proposition 2.1.

To explain what is meant by geometrical approach we have the following example.

Example 5.1. First, if we look at the reduced system in (4) we notice that

ẋ1 + ẋ4 = α̂1Feex − α̂6x1.

Consider the case: x1 < x̄1. Let x̄1 =
α̂1Feex
α̂6

, then

ẋ1 + ẋ4 = α̂1Feex − α̂6x1 > α̂1Feex − α̂6x̄1 > 0.

Thus, we conclude that if x1 < x̄1, then ẋ1 + ẋ4 > 0. Similarly, if we look at x1 > x̄1, then
ẋ1 + ẋ4 < 0. A diagram of this analysis can be seen in Figure 3.
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Figure 2. Vector fields of our system: ẋ1 = 0 is the blue surface, ẋ4 = 0 is
the orange surface, and ẋ5 = 0 is the red surface, with parameters α̂1 = 0.5,
α̂6 = 0.3, α4 = 0.7, α5 = 0.7, γ4 = 0.2, γ5 = 0.2, k54 = 0.4, k15 = 0.5, and
Feex = 1.

x1

x4

x̄1

Figure 3. The diagonal black lines represent the ẋ1 + ẋ4 equation. The
dashed black line represents the equilibrium point x̄1. The purple region is
when x1 < x̄1 =⇒ ẋ1 + ẋ4 > 0, hence the blue arrow pointing upwards.
Similarly the green region is when x1 > x̄1 =⇒ ẋ1 + ẋ4 < 0, hence the blue
arrow pointing downwards.

By doing the same analysis as in Example 5.1 for all of the equations in (4), we get the
regions depicted in Figure 4. The plane is divided into 6 regions, in which we determine the
behavior of the equations.

The behaviors of the equations in the color-coded regions of Figure 4 can be seen in Table
1. Everything in the table may be found by analyzing the system (4) using the constraints of
its respective regions. See Appendix A for the case-by-case analysis of each of the equations
in (4).
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x1

x4

x̄1

x̄4

x̂4

Figure 4. The six color-coded regions. The red vertical dashed line is the
equilibrium point x̄1 and the black horizontal dashed line is the equilibrium
point x̄4. The blue diagonal dashed line x̂4 is what we call the cutoff point for
x4. More precisely, it is the point at which x4 gets so big that the equation ẋ4
starts decreasing.

Table 1. Behavior of equations in the color coded regions

Color of region Behavior of equations in the region
� ẋ1 + ẋ4 > 0 & ẋ4 < 0 & ẋ1 > 0
� ẋ1 + ẋ4 > 0 & If x5 < x̄5, then ẋ5 > 0
� ẋ5 > 0, ẋ4 < 0, and ẋ1 > 0. This region exists iff x5 < x̄5
� ẋ1 + ẋ4 < 0 & ẋ4 < 0
� ẋ1 + ẋ4 < 0 & If x5 > x̄5, then ẋ5 < 0
� ẋ1 + ẋ4 < 0 & If x5 > x̄5, then ẋ5 < 0. Otherwise, ẋ4 > 0 and ẋ1 < 0

Remark. If you look at Table 1 the behavior of the equations of the reduced system (4) tell
us that no matter where we start in a region we approach the equilibrium point as time
increases. Thus, the system seems to be globally stable, but a few details remain to be
worked out. It is important to note that there are still cases in which we can not determine
the behavior of the equations. For example, the behavior for the equation ẋ1 can not be
determined when x1 > x̄1 and x5 > x̄5.

6. Discussion

For any choice of parameters, the dynamical system (2) has a unique positive steady state,
and Chifman et al.’s simulations suggest it is globally stable. This recapitulates biology: in
healthy cells, iron levels are tightly controlled. Proving the global stability of this model is
yet to be done. Even local stability is currently intractable due to the number of unknown
parameters. This is why we use a reduced to model to gain more insight on how the Chifman
model behaves.
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We showed that our approximation of the Chifman model has a unique positive steady
state and it is locally stable. We also use a geometrical analysis to provide evidence that
the behavior of the model points toward global stability. Since our model is a biologically
reasonable simplification of the Chifman model, the analysis on the simplificated model can
serve as a guide to proving the global stability of the Chifman model. We conjecture that
the full system described by Chifman et al. in [1] has a globally stable steady state based
on the dynamics of our reduced model and the heuristic approach established by the paper.
However, the high number of parameters and non-linear nature of the model make it difficult
to use symbolic computation to establish stability of any kind.

Can the same geometrical analysis be done in the Chifman model? What if we reduced
the system into four differential equations instead of three? Is there another way to simplify
the model and still be close to the original Chifman model? What happens for a model
without any iron export? What if we get rid of the IRP’s and let the LIP directly control
the rates? What if we include the regulation of iron import in the simplified model? Is there
a way to find the actual values of the parameters by experimentation?

There are still many questions that need to be answered. It is important to carry out a
more extensive validation of the model. Proving the global stability of the system would
mean that the system could potentially be used for medical purposes. The model can be
expanded to make it a good model for identifying the key regulators in the iron metabolism
network that are modified as breast epithelial cells transition into malignancy.
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Appendix A. Geometric Analysis of the Regions

This appendix contains the various cases that were analyzed in order to find the behavior
of the differential equations found in system (4).

A.1. The equation ẋ4. Here we analyze

ẋ4 = α4x1
k54

k54 + x5
− γ4x4.

Proposition A.1. If x1 < x̄1, x4 > x̄4, and x5 > x̄5, then ẋ4 < 0.

Proof. Assume x1 < x̄1, x4 > x̄4, and x5 > x̄5. Then,

ẋ4 = α4x1
k54

k54 + x5
− γ4x4 < α4x̄1

k54
k54 + x̄5

− γ4x̄4 = 0

Therefore ẋ4 < 0. �

Proposition A.2. Let x4 < x̄4, x1 > x̄1, and x5 < x̄5, then ẋ4 > 0.

Proof. Assume x4 < x̄4, x1 > x̄1, and x5 < x̄5. Then,

ẋ4 = α4x1
k54

k54 + x5
− γ4x4 > α4x̄1

k54
k54 + x̄5

− γ4x̄4 = 0

Therefore ẋ4 > 0. �

A.2. The equation ẋ5. Here we analyze the equation

ẋ5 = α5
k15

k15 + x1
− γ5x5.

Proposition A.3. If x1 > x̄1 and x5 > x̄5, then ẋ5 < 0.

Proof. Assume x1 > x̄1 and x5 > x̄5. Then,

ẋ5 = α5
k15

k15 + x1
− γ5x5 < α5

k15
k15 + x̄1

− γ5x̄5 = 0

Therefore ẋ5 < 0. �

Proposition A.4. If x1 < x̄1 and x5 < x̄5, then ẋ5 > 0.

Proof. Assume x1 < x̄1 and x5 < x̄5. Then,

ẋ5 = α5
k15

k15 + x1
− γ5x5 > α5

k15
k15 + x̄1

− γ5x̄5 = 0

Therefore ẋ5 > 0. �
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A.3. The equation ẋ1. Here we analyze the equation

ẋ1 = α̂1Feex + γ4x4 − α̂6x1 − α4x1
k54

k54 + x5
. (9)

Proposition A.5. If x1 < x̄1, x4 > x̄4, and x5 > x̄5, then ẋ1 > 0.

Proof. Assume x1 < x̄1, x4 > x̄4, and x5 > x̄5. Then,

ẋ1 = α̂1Feex + γ4x4 − α̂6x1 − α4x1
k54

k54 + x5
> α̂1Feex + γ4x̄4 − α̂6x̄1 − α4x̄1

k54
k54 + x̄5

= 0

Therefore ẋ1 > 0. �

Proposition A.6. If x1 > x̄1, x4 < x̄4, and x5 > x̄5, then ẋ1 < 0.

Proof. Assume x1 > x̄1, x4 < x̄4, and x5 > x̄5. Then,

ẋ1 = α̂1Feex + γ4x4 − α̂6x1 − α4x1
k54

k54 + x5
< α̂1Feex + γ4x̄4 − α̂6x̄1 − α4x̄1

k54
k54 + x̄5

= 0

Therefore ẋ1 < 0. �
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